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In archaeological sites there are often several levels of ruins when the site has been constructed upon other ancient or prehistorical
sites. It is very important for the archaeological research to map and monitor each step of the excavation. The traditional way for
mapping of excavation is time consuming. Digital photogrammetry enables instead fast acquisition and processing of the data. Con-
tinuous excavation reveals different levels of findings coming from different chronological periods, images have to be acquired be-
fore findings from each level are removed and excavation continues. Therefore, the storage of data and processing time increases due
to the number of images acquired from the excavation site. Apart from that, the images are acquired from amateurs, with less experi-
ence in acquisition techniques.  A method has therefore been developed to transform many individual images into larger ���������	

��� which can be considered of being of a normal central projection. Images can be combined under the assumption that the accu-
racy is sufficient for archaeological documentation. For the generation of each undistorted ���������	��� the Brown distortion model
has been used. The model gives the corrections from the distorted to the undistorted image, therefore the invert transformation has to
be calculated through an iterative approach, using the non-linear set of Brown equations. For the generation of the ���������	��� 2
strips were used, each consisting of 3-4 images with 70-80% overlap. The strips form two virtual images with sufficient overlap to
extract a DSM. The images had to be enhanced and be radiometrically balanced. In this way more features can be extracted and
mapped, even small structures that are covered with dust or lie in shadowed or overexposed areas. Methods are presented to reduce
noise, enhance edges and contrast. They are essential for higher image quality and further processing. Results from automatic DSM
generation using virtual images are presented, using a new multi-pass adaptive matching algorithm. The algorithm uses features as
primitives. Through a multi-pass technique at each extracted feature and computed quality measures, a more robust quality control
ensures higher reliability of the final result. A comparison of automatic DSM generation from the separate models of raw images and
the two ���������	��� is done. All results are compared with a manual extracted DSM and presented.
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In the last years, digital photogrammetry became a major tool in
archaeology. Photogrammetric techniques are used in order to
record and document the findings of an archaeological site area.
In some archaeological sites there are different levels of ruins,
coming from different chronological periods, since in most
cases the site has been constructed upon other older sites. The
different levels of ruins have to be recorded as the excavation
progresses and therefore a significant amount of data has to be
stored for further processing and mapping. In each excavation
site, there are several excavation holes and for each one of these
different levels of ruins may exist. Additionally the number of
images acquired depends on the size of the excavation hole, in-
creasing significantly the amount of acquired images. The
method presented in this paper aims at reduction of the data
storage and easier handling by combining the acquired images
into large virtual images under the assumption that the accuracy
is sufficient for archaeological documentation. Consequently,
the virtual image can substitute a strip of images and can be
used for further processing, as DSM generation and 3D map-
ping. Generation of virtual images through projective transfor-
mation is discussed in (Stephani, 1999), thus one image is trans-
formed and not sequence of images. Pöntinen (2000) and

Koistinen (2000) use concentric image sequences, which can be
projected onto the cylinder surface and adjacent frames com-
bined to a panoramic image.
The excavation site is the ancient city of Eleftherna in Crete
(Fig. 1, 2), Greece. Among few excavation holes at the archeo-
logical site a specific one has been selected for processing (4m
x 4m).  The images have been acquired from amateurs with less
experience in the acquisition techniques and therefore the geo-
metrical configuration of the block of images and the camera
positions and rotations were not optimal for precise bundle ad-
justment and self calibration and consequently for extraction of
3D information.

Figure 1. Location of test site in Crete (highlighted)
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Figure 2. Excavation site of Eleftherna
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The images have been acquired in the early morning avoiding in
this way the generation of saturated spots that can appear at
strong noon sunlight. A digital camera Mavica FD81, with pixel
size 4.7 ����������	
�������������
�����	
���
������������
pixels (Georgiadis et al., 2000). Colour images were acquired
but B/W were finally used. As mentioned previously, the ge-
ometry of the block of images had some deficiencies. The ratio
base-to-height and the rotations were not optimally configured
(bases between the camera stations were rather small, close to 4
cm, and differences in omega angle, were up to 36 grad). In to-
tal, 2 strips were used, each consisting of four images with 70-
80 % overlap. Additionally, control points have been estab-
lished by topographic methods with an estimated accuracy of 1-
2 cm. Only 10 out of the 17 measured GCP’s were finally used
due to unsatisfying visibility and radiometric quality. An exam-
ple of an acquired image with GCP’s overlaid is shown in Fig-
ure 3.

Figure 3. Example of image with control points marked

The estimated height error for the given imaging configuration
���� Z= 0.04. Even though for archaeological documentation it
can be accepted.
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The epipolar geometry has been checked using the coordinates
of the GCP’s, the exterior and interior orientation of the images
given by an adjustment performed on the field. A deviation of
approximately 15 - 20 pixels from the true position of the
epipolar line was found. Therefore, a bundle adjustment with
simultaneous self calibration had to be performed in order to
improve the accuracy of the orientation and model the lens dis-

tortion parameters.  This is necessary since radial symmetric
distortion is the largest systematic error source when using
solid-state cameras with low cost CCTV – type lenses and short
focal lengths (5-20 mm) (Beyer,1992). In the bundle adjustment
7 images were used (3 from the first strip and 4 from the sec-
ond), 14 tie points and 10 manually measured GCP’s. The in-
house developed program SGAP was used and an iterative ad-
justment was performed. In a first step orientations and tie point
coordinates were computed, excluding points with residuals
greater than 3 cm. In a second step, camera constant, principal
point coordinates and the Brown distortion parameters (Brown,
1971) were computed. Finally epipolar lines have been checked
for the existing GCP’s.  In Figure 4 the epipolar lines before
and after the adjustment for 2 GCP’s are shown. The largest
standard deviations computed in the bundle adjustment were (in
m):  x= 0.0244, y����������
�� z=0.0301. The overall theo-
retical precision calculated from the 24 points was (in m): x =
0.0171, y = 0.0142, z = 0.0210. The camera constant was
computed as 5.164 mm (initially it was 4.708). The precision
achieved was within the given requirements and therefore the
extraction of the 3D information more accurate and reliable.

Figure 4. Deviation of epipolar lines before and after bundle
adjustment with self calibration. The epipolar lines
are shown for 2 GCP’s. On the left column the
epipolar lines before bundle adjustment and on the
right column after bundle adjustment. Point number 2
is close to the centre of the image, while point 11 near
the border where the influence of the additional pa-
rameters, modelling lens distortion, is larger.

��� ������������

The ���������	��� can be defined as an image that substitutes a
sequence of images acquired from different stations, the sub-
images. In case of sub-images acquired with the same camera,
the virtual image has the same camera constant but a new vir-
tual size, field of view and camera exterior orientation. Each
virtual image substituted 3-4 images, without change in pixel
size dimensions (4.7 ���� ��  	�	 	
�	� !��
	� ��� �	��
	��� �	
camera exterior orientation is set to the average exterior orien-
tation of all 3 or 4 images, the focal length is kept the same and
the principal point is set to 0,0. By projecting the 4 corners of
each image on to the predefined plane (see Fig.5) and back-
projecting through the orientation of the virtual image, the
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Figure 5. Left image : corners of sub images are projected on the predefined plane and the enclosed rectangle in object space is
found. Right image: backprojections of the corners of the rectangle define the size of the virtual image.

enclosed rectangle of the images is defined.  Finally, all pixels
are resampled and the �������� �	��� is created. Since demand-
ing accuracy is less important for archaeological documentation
and the terrain height differences are not large, the influences in
planimetry and in height are generally small.
The reference plane may be defined and approximated in two
different ways:  in the first case, a given horizontal plane at a
specified height or a best fitted plane from a group of 3D points.
The equation of the plane is given as a1*x + a2*y + a3 = z and
with least squares adjustment the best fitting plane is calculated.
In the second case the intersection of the ray with the plane is
calculated through Eq. 1. For nonplanar surfaces, a higher order
polynomial surface may be fitted e.g.  a1 + a2*x + a3*x2 + a4

*x*y + a5 *y2 +a6  = z and the intersection point of the ray with
the plane may be found by iterative methods.
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The version using a best fitted plane was selected as a compro-
mise between accuracy and computation time. Compared to the
horizontal plane the surface was better approximated and com-
pared to the higher polynomial surface it was faster. The plane
has been selected, so that the residuals of all 3D points were
minimum (Fig. 6).

Figure 6. Plane fitted over the 3D points.

When generating the virtual image the corrections resulting
from lens distortion have to be calculated. The Brown model
(Eq. 2), modeling radial and descentering distortion gives the
correction from distorted to the undistorted image, as the input
are the coordinates of the distorted image. The inverse trans-
formation corrections have to be computed by solving a two
dimensional non-linear system of equations with an iterative
method, e.g Newton Raphson. The corrections are given re-
garding to the distorted coordinates, therefore undistorted coor-
dinated can not be used directly as input in the equation (see
below).
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coordinates and resample the grey value from that position. If
the distortions of the camera are small the corrections can be
approximated by using Eq. 2 with opposite signs in the pa-
rameters, but in case of the Mavica, the distortions are large and
therefore a more accurate computation is needed. In Fig. 7 the
influence of lens distortions for Mavica FD81 is shown. The
two-dimensional system of equations (Eq. 3) is solved by cal-
culating the Jacobian matrix, inverting and multiplying with the
observation vector. The solution vector updated and the itera-
tions continue till the convergence of the solution. As initial ap-
proximation the undistorted coordinates are used.
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where 1+�  the solution in the ��� −  iteration

Figure 7.  Influence of distortion parameters to the ideal un-
distorted image – distortions have been amplified
4.5 times for better visualisation

The mosaicking of the virtual image is done by resampling the
grey value from the sub image with the minimum distance to
the ground point. Alternatively, the weighted average of the
grey values from all sub images can be used, using 1/distance as
weight. Since the images were radiometrically balanced the dif-
ferences in the seam lines were minimum; therefore the
weighting could be avoided. The size of the 2 virtual images
was 1562 x 986 and 1374 x 1662. The difference in the sizes is
due to the different  number of sub-images and enclosed area.
The created virtual image (Fig. 8) can be used for mapping and
archaeological documentation without great loss in accuracy. It
is significant though for the mosaicking and further more for
the matching the images to be radiometrically balanced. The
advantages are twofold: features can be extracted and mapped
that are covered with dust or lie in shadowed or overexposed
areas and also less radiometric differences exist in the image
that is mosaicked.

Figure 6. Virtual image created from first strip, using 3 sub-
images. The sub-images prior to generation have
been radiometrically equalized using Wallis filter
(Baltsavias, 1991).

 �� ������
�����


 ��� �!"!#$%

Methods for automatic DTM and DSM generation exist al-
ready in various commercial digital photogrammetric sys-
tems. Many of them can not handle close range imagery, since
they are developed mostly for processing aerial imagery.
Moreover they show to have problems when dealing with im-
ages that have large tilts and bases between the image pairs
are small. Therefore we used own developed algorithms in
both virtual and normal case of images. In commercial system
the virtual images may be used instead, free of distortions and
large tilts and a DSM may be extracted.

 ��� &#!'#()!**+",

The quality of the images was poor and many features lied in
shadows, also some GCP’s. To optimise the images for subse-
quent processing, filtering has been applied to reduce noise,
while preserving even fine detail such as one-pixel wide lines,
corners and line end-points. The filter employs a fuzzy method
and require as input an estimate of the noise, which may be
known or estimated by the method mentioned in Baltsavias et
al. (2001). As an estimation of noise the standard deviation has
been computed and the average noise level of the images was
1.2 grey values, after the filtering the noise level reduced 50%.
In the next step, Wallis filter has been applied to enhance the
content of the image and reveal small structures (Fig. 7).  It is
important prior to Wallis filtering to reduce the noise level oth-
erwise the existing noise will be enhanced.

 ��� �-.#$).+("�(/�/!$.0#!*

The Canny operator was used to extract edge features in all im-
ages, both original and virtual ones. A dense matching can be
achieved and the result can be accurately interpolated into a
grid.  Canny operator was chosen among others because it per-
forms better than others in terms of processing time and the re-
sults are of reasonable quality.

Figure 7. Details of image before (left) and after (right) pre-
processing. Features are enhanced even in areas with
low contrast



ISPRS Commission V Symposium 2002 “Close Range Imaging - Long Range Vision ”, Corfu, Greece, 2-6 September

5

 ��� �$.)1+",�*.#$.!,2

A strategy is followed in order to get first some reliable and
accurate match results in 2 pyramid levels. These can provide
better surface approximation, reduction of search space, and
support for weaker match features. Raw match features are
matched as dense as possible, thus making the blunder detec-
tion and correction easier, avoiding mismatches being propa-
gated to the lower levels. Due to the fact that rotations and
shifts existed in the images, plus the bases were not large
enough, matching used object space information to get some
first approximate values. The approximate 3D information
was used also by the forward intersection performed at the
end of the algorithm in the least squares adjustment.
For the extracted edgels approximate heights have been inter-
polated from the coarse surface generated from the existing
GCP’s. The interpolation of heights is done only for the tem-
plate image and by back-projecting on to the search image a
first approximation of the point is found.
Furthermore, a multi-patch approach is adopted where up to 3
passes of matching are performed with different parameters
(such as search range and patch dimensions). Larger patches
are less sensitive to noise, occlusions, multiple solutions etc.
while smaller ones are more accurate and better preserve
height discontinuities.  The algorithm employs area-based
correlation in the first stage, and least squares matching at the
end for higher accuracy. Since least squares matching per-
forms slower than cross correlation, it is used in a second
stage as the last step in the quality control, where most of the
mismatches have been excluded in previous steps in the qual-
ity control. It can estimate the position with sub-pixel accu-
racy or reveal suspicious points and flag them and thus in-
crease robustness of the algorithm. Additionally, epipolar
constraints can be used with a small weighting which enables
the search area to be extended 1-2 pixels perpendicular to the
epipolar line, since the estimation of the points that lie near
the borders of the image can be less accurate.
 During run time, quality measures are calculated, which play
important role in the elimination of blunders and false
matches. The cross correlation coefficient, the 2nd best simi-
larity score and its distance to 1st one, the size of search win-
dow, the change of similarity measure between the 3 patch
sizes, the change of position between patch sizes, the angle of
dominant edge direction with the epipolar line, the residuals
from 3D forward intersection, the change of final point posi-
tion from the starting position, calculated standard deviations
for x and y pixel coordinates are the quality criteria calcu-
lated. The quality criteria are combined according to the pos-
sible occurring error. E.g. in case of an occlusion, the cross-
correlation coefficient would be small and the similarity
measure would be generally decreasing from the largest to the
smaller mask. Additionally the consistency of height in the
local neighbourhood is checked. The matched points are as-
signed to error groups (e.g. occlusion, multiple solution, etc.)
depending on their quality measures. Thresholds for each
group of errors are computed from a statistical analysis of the
quality measures extracted in each given pyramid level.

 � � �!*0%.*

Constrained and unconstrained method gave similar matching
results. The constrained method was significantly faster than
the unconstrained, because of the reduction of search space.

Matching results were subsequently filtered to remove re-
maining suspect points, using a median filtering. In average
18.000 points per model were successfully matched. The
matched 3D edges were finally converted to 3D gridded
points through interpolation, with 0.02 m grid spacing. The
gridded DSM’s of the normal images with best overall accu-
racy(see below) were merged through averaging in the over-
lap regions. The quantitative analysis of the DSM was done
using reference 3D points (16 GCP’s), collected with topo-
graphic methods with an accuracy of 2 cm. The points were
interpolated from the raw matched data and compared. The
differences in height were calculated and as estimation of the
accuracy their standard was used (Table 1).

Image pairs Average std.
dev. (in m)

RMS Max abs.
error

Strip 1: pair 1-2 0.04 0.05 0.12

Strip 1: pair 2-3 0.06 0.08 0.18

Strip 2: pair 1-2 0.03 0.04 0.09

Strip 2: pair 2-3 0.05 0.06 0.15

Strip 2: pair 3-4 0.09 0.1 0.18

Table 1.  Accuracy of DSM’s extracted from image pairs
using constrained approach (Normal images).

Since the different DSM’s were overlapping, the ones with
the best accuracy, resulting from the comparison with the
manually extracted DSM, were selected for merging (Fig. 8).
The large difference in accuracy for pair 5-4 depends on the
orientation data (small base). The orientation was signifi-
cantly improved with the bundle adjustment but small errors
remained. Therefore from strip 1 the pair 1-2 was selected and
from strip 2 the pairs 1-2 and 2-3. The average standard de-
viation in these 3 models was 0.04.

Figure 8. Part of the DSM. Contours with an interval of 0.01
m overlaid on the image.
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Figure 9. Shaded relief of same are as in figure 8

The matching performed on the 2 virtual images, generated
from the images of the 2 strips gave an average accuracy of
0.06 m. The DSM was filtered and gridded to 0.02 m grid.
The accuracy suffices for archaeological documentation;
therefore virtual images can substitute sequences of images.

 �3� �(")%0*+("*

Virtual images can substitute sequences of images if the accu-
racy degraded by assuming that the object space is a plane, is
sufficient for archaeological documentation.  In case of higher
accuracy, a DSM should be used in the algorithm. Therefore
there are two possible ways to work with virtual images. Ap-
proximating the terrain with a plane and generating virtual im-
ages that can be used for the extraction of the 3D surface or us-
ing the normal images, extracting the 3D surface and generating
the virtual image using this surface. Then, the virtual images
can be stored and used for further processing in the future. The
extraction of the 3D surface depends on the accuracy of the es-
timation of exterior and interior orientation. The use of virtual
images leads to image data size reduction and easier handling.
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