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Here, we present recent developments towards natural human robot interaction. The l user gesture }
application at hand involves interaction with autonomous robots installed in public

places such as museums and exhibition centers. Languag e Modality user Robotic Robotic
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natural human behavior, as well as act in ways that are familiar to humans. To achieve 4

these goals various enabling technologies across a number of interdisciplinary fields
are exploited and advanced:
~  State-of-the-art mechanical parts. Robots should be capable of mimicking
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#  Advanced navigation skills. The overall robotic systems should navigate within objestID s

its environment and act according to motion patterns that are familiar to humans. N g content accofation L

#  Advanced natural dialogue capabilities. Natural dialogue involves and combines — 5

input and output from various modalities, such as spoken natural language, gestures, g H

emotions, and facial expressions. g g

#  Appropriate user models for both for the humans interacting with a robot as well ] uttered content = ;
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as for the robot itself. User models are used to drive the dialogue management ol personaliy profie Machine
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~  Adaptation in the behavior of the robot according to the perceived interests/ user profile update User Personality
background of the interacting person as well as the knowledge, personality and
gathered experience of the robot itself. Knowledge T
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